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Schedule Day 4 
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Download all files from GitHub:

https://github.com/proflynch/CRC-Press/ 

Solutions to the Exercises in Section 3:

https://drstephenlynch.github.io/webpages/Solutions_Section_3.html

https://github.com/proflynch/CRC-Press/
https://drstephenlynch.github.io/webpages/Solutions_Section_3.html
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Neural Networks: Start Session 1
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Perceptron: ANN of an AND Gate
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ANN of an XOR Gate
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Activation Functions: 𝜙 𝑥 or σ 𝑥
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𝑆 𝑦! =
𝑒"!
∑# 𝑒

""

Step function

Sigmoid function

Tanh function

ReLU function

Leaky ReLU

Softmax function
Tanh function

Type equation here.
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Backpropagation Algorithm
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y
w1 w2x1 h1 o1𝜎(. ) 𝜎(. )

b1 b2

Hidden Layer Output LayerInput Output

Activation function: 𝜎 𝑥 = $
$%&#$

. Target is 𝑦'. 
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Backpropagation Algorithm: Simple Example Feedforward
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ℎ$ = 𝑥$𝑤$ + 𝑏$ 𝑜$ = 𝑤(×𝜎 ℎ$ + 𝑏(

𝑦 = 𝜎 𝑜$

Error = $
(
𝑦' − 𝑦 (

Fix 𝑏$ and 𝑏(.
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Backpropagation Algorithm: Simple Example Backpropagate 
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= 𝑦' − 𝑦 × 𝜎′ 𝑜$ ×𝜎 ℎ$

) *++,+
)-%

= 𝑦' − 𝑦 × 𝜎 𝑜$ 1 − 𝜎 𝑜$ ×𝜎 ℎ$

Weight w2:

ℎ$ = 𝑥$𝑤$ + 𝑏$

𝑜$ = 𝑤(×𝜎 ℎ$ + 𝑏(

𝑦 = 𝜎 𝑜$

Error = $
(
𝑦' − 𝑦 (

𝜎 ℎ$ =
1

1 + 𝑒./&
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Backpropagation Algorithm: Simple Example Backpropagate 
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Weight w1:

ℎ$ = 𝑥$𝑤$ + 𝑏$

𝑜$ = 𝑤(×𝜎 ℎ$ + 𝑏(

𝑦 = 𝜎 𝑜$ =
1

1 + 𝑒.,&

Error = $
(
𝑦' − 𝑦 (
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Simple Backpropagation: Update Weights
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𝑤( = 𝑤( − 𝜂 ×
) *++,+
)-%

𝑤$ = 𝑤$ − 𝜂 ×
) *++,+
)-&

𝜂 is the learning rate.
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Backpropagation Algorithm: Python Exercise
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Given w11=0.11, w12=0.12, w21=0.21, w22=0.08, w13=0.14, w23=0.15, b1= b2= b3 = -1, x1=0, x2=1, and yt=1,

Use backpropagation to update the weights after one forward and one reverse pass.

h1

h2

o1

𝜎

𝜎

𝜎



Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

Boston Housing Data 
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Python Program

14



Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

Boston Housing Data
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Neurodynamics
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Neurodynamics: Linear Stability Analysis

17

Two-Neuron Module

𝑥1%$ = 𝑥1 = 𝑥, 𝑦1%$ = 𝑦1 = 𝑦

𝑏$ = 𝑥 − 𝑤$$ tanh 𝛼𝑥 − 𝑤$( tanh 𝛽𝑦 , 𝑦 = 𝑏( + 𝑤($tanh(𝛼𝑥)

Period one:

So, from (17.4)

𝐽 =

𝜕𝑃
𝜕𝑥

𝜕𝑃
𝜕𝑦

𝜕𝑄
𝜕𝑥

𝜕𝑄
𝜕𝑦

= 𝛼𝑤$$𝑠𝑒𝑐ℎ((𝛼𝑥) 𝛽𝑤$(𝑠𝑒𝑐ℎ((𝛽𝑦)
𝛼𝑤($𝑠𝑒𝑐ℎ((𝛼𝑥) 0

Jacobian

𝜆( − 𝛼𝑤$$𝑠𝑒𝑐ℎ( 𝛼𝑥 𝜆 − 𝛼𝛽𝑤$(𝑤($𝑠𝑒𝑐ℎ( 𝛽𝑦 𝑠𝑒𝑐ℎ( 𝛼𝑥 = 0

𝜒 𝜆 = 𝐽 − 𝜆𝐼 = 0Characteristic Equation:

Boundary conditions given by 𝜆 = +1, 𝜆 = −1, and det 𝐽 = 1, trace 𝐽 < 2.
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Neurodynamics: Linear Stability Analysis
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Neurodynamics: Linear Stability Analysis
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Fig. Bifurcation diagram showing (unstable) 
periodic and quasiperiodic behavior.

Fig. Stability diagram, 𝑤$( = −5,−5 ≤ 𝑏$ ≤ 5.
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Neurodynamics: End Session 1
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Fig. Bifurcation diagram showing hysteresis.Fig. Stability diagram, 𝑤$( = 3,−5 ≤ 𝑏$ ≤ 5.
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Artificial Intelligence: Start Session 2

21

Novel: First published in 
1818. Mary Shelley.

Play: First published 
in 1920. Karel Čapek.

Movie: First screened in 1968.
Stanley Kubrick.Talos: A giant automaton made from 

bronze. 
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Artificial Intelligence (AI)

22

Artificial Intelligence

Machine Learning (ML)

Deep Learning (DL)

CNN RNN

CNN: Convolutional Neural Network
RNN: Recurrent Neural Network

AI: The science and engineering 
of making intelligent machines.

ML: A subset of AI involved with the 
creation of algorithms which can 
modify itself without human 
intervention to produce desired 
output - by feeding itself through 
structured data.

DL: A subset of ML where algorithms 
are created and function similar to 
those in ML, but there are numerous 
layers of these algorithms - each 
providing a different interpretation to 
the data it feeds on.
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History of AI
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Alan Turing (1930s): 

The father of theoretical Computer Science and 
AI. The development of modern Computer 
Science. A.M. Turing (1950) Computing 
Machinery and Intelligence. Mind 49: 433-460. 

A logical calculus and the ideas immanent in 
nervous activity. The development of modern 
neural networks.

Frank Rosenblatt (1957): 

The perceptron – a perceiving and recognizing 
automaton. The perceptron learning rule.

Warren McCullough and 
Walter Pitts (1943): 

Marvin Minsky & 
Seymour Papert (1969): 

Limitations of the perceptron learning algorithm 
and the XOR gate.
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History of AI

24

D.E. Rumelhart, G.E. Hinton & R.J. Williams (1986): Learning 
representation by back-propagating.

The backpropagation algorithm.

1997: IBMs Deep Blue v Gary Kasparov. First computer program to defeat a world champion in a match under 
tournament regulations. The Man vs. The Machine: Documentary film.

1990s: Work on Machine learning shifts from a knowledge-driven approach to a data-driven approach.
Support Vector Machines and Recurrent Neural Networks.

2012: Geoff Hinton: Deep Learning, Microsoft Research, Google, Toronto. DNN translated his English talk into 
Chinese. Image Net Competition: An error rate of just 16%.

2014: Google-Backed DeepMind Technologies learnt and successfully played 49 classic Atari games by itself 
using Deep Reinforcement Leaning.

2016: AlphaGo beat Lee Sedol, the first computer Go program to beat a 9-dan professional introducing the 
Monte Carlo Tree Search (MCTS) algorithm.  
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History of AI
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Amazon Alexa (2014): Natural Language Processing (NLP).

BERT (2018): The best NLP model ever.

The BERT model’s architecture is a bidirectional transformer 
encoder.

TensorFlow 2.0 (2019): An easy-to-use framework.

TensorFlow 2.0 provides a comprehensive ecosystem of tools for 
developers, enterprises, and researchers who want to push the 
state-of-the-art machine learning and build scalable ML-powered 
applications.

Discovery of new exoplanets (2021)

Self-replicating robots - Xenobots (2021)

OpenAI: Chat GPT-4
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The Future of AI?
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Driverless Cars (????): Autonomous vehicles.

The Internet of Things (IoT)

Muthana MSA, Muthana A, Rafiq A,Khakimov A, Albelaly S, Elgendy, Hammoudeh
M, Lynch S and Elboseny M (2022) Deep reinforcement learning based 
transmission policy enforcement and multi-hop routing in Quality-of-Service aware 
Long Range IoT networks. Computer Communications 183(1), 33-50.

Humanoid Robots(????): Androids are humanoid robots 
built to aesthetically resemble humans.

Avatars and AI (????). Frankenstein!

Art, music, poetry, books and mathematical proof!
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TensorFlow
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TensorFlow and KERAS
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TensorFlow 2:

https://www.tensorflow.org

Application Programming Interface (API)

https://keras.io/api/applications/

https://www.tensorflow.org/
https://keras.io/api/applications/


Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

Linear Regression in TensorFlow 2
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x

b

y
w

Neural Network
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Linear Regression in TensorFlow 2
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Linear Regression in TensorFlow 2
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Equation of Line of Best Fit

y = w * x + b
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XOR Implementation in TensorFlow 2
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XOR Implementation in TensorFlow 2
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Keras, TensorFlow and PyTorch
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Boston Housing Data in TensorFlow: Keras

35



Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

Boston Housing Data in TensorFlow: Hidden Layers and Overfitting
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Boston Housing Data in TensorFlow: Overfitting: End Session 2
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Recurrent Neural Network (RNN): Start Session 3
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A Recurrent Neural Network (RNN) is a class of artificial neural networks where 
connections between nodes form a directed graph along a temporal sequence. 
This allows it to exhibit temporal dynamic behaviour.
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Recurrent Neural Networks Books
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Recurrent Neural Network: The Hopfield Neural Network
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John J Hopfield
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RNN: The Discrete Hopfield Model
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RNN: The Discrete Hopfield Model
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RNN: The Discrete Hopfield Model
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RNN: The Discrete Hopfield Model
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RNN: The Discrete Hopfield Model
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RNN: The Discrete Hopfield Model
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Figure 19.12: Five handcrafted patterns.
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RNN: The Discrete Hopfield Model

47



Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

RNN: The Discrete Hopfield Model
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RNN: Long Short-Term Memory Networks
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Figure: (a) RNN unit; (b) A forget layer, update the state, new cell state and decide on output. 
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: Long Short-Term Memory Time Series Prediction
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RNN: LSTM and Financial Mathematics: End Session 3

58

Figure: Using LSTM to predict the US/EUR exchange rate.

Run the Python notebook LSTM_TS_Forecast_US_EUR_Exchange_Rate.ipynb through GitHub.
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Convolutional Neural Networks Books: Start Session 4
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Convolutional Neural Network (CNN): MNIST Data Set
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https://www.youtube.com/watch?v=2-Ol7ZB0MmU

https://www.youtube.com/watch?v=2-Ol7ZB0MmU
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Convolutional Neural Network (CNN): Explained
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Convolutional Neural Network: Convolving
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Convolutional Neural Network (MNIST Dataset)

63



Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

Google Colab (MNIST Dataset)
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Google Colab (MNIST Dataset) 
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Grey Scale Image (x_train[0]) Normalized Image (x_train[0])
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Google Colab (MNIST Dataset) 
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Google Colab (MNIST Dataset) 

67



Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

Google Colab (CNN MNIST Dataset) 
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Google Colab (CNN MNIST Dataset) 
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Google Colab (CNN MNIST Dataset) 
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Google Colab (CNN MNIST Dataset) : End Session 4
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An Introduction to TensorBoard: MNIST Dataset: Start Session 5
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An Introduction to TensorBoard
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... ... ...
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An Introduction to TensorBoard
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Run this command to get both curves!
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TensorBoard Graphs
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MATLAB® Deep Learning Toolbox
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https://uk.mathworks.com/videos/what-is-deep-learning-toolbox--1535667599631.html

https://uk.mathworks.com/videos/what-is-deep-learning-toolbox--1535667599631.html
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Google Colab and the Tensor Processing Unit (TPU)
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A Tensor Processing Unit (TPU) is an AI Accelerator 
application-Specific Integrated Circuit (ASIC) developed 
By Google for Deep Learning using TensorFlow.
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Google Colab and the Tensor Processing Unit
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Google Colab and the Tensor Processing Unit (TPU)
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Using AI to write Shakespeare!
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OpenAI: ChatGPT-4 and Python
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https://openai.com/product/gpt-4

https://openai.com/product/gpt-4
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ChatGPT-4 and Python
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Write a Python program to list the first 20 terms of the Fibonacci sequence and comment the code.



Day 4 - COPYRIGHT STEPHEN LYNCH, 2023-PRESENT

ChatGPT-4 and Python: End Session 5
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Write a Python program to list the first 20 terms of the Fibonacci sequence and comment the code.
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Further Reading: Cyber Security
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Further Reading: Ethics in AI
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Further Reading: The Internet of Things (IoT) 
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Further Reading: Reinforcement Learning
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Further Reading: Natural Language Processing
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End Day 5 Summary

88

Download all files from GitHub:

https://github.com/proflynch/CRC-Press/ 

Solutions to the Exercises in Section 3:

https://drstephenlynch.github.io/webpages/Solutions_Section_3.html

https://github.com/proflynch/CRC-Press/
https://drstephenlynch.github.io/webpages/Solutions_Section_3.html

